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Future ADF pilot training - virtual versus 
augmented reality
Craig Wilcockson
Australian Defence Force

Train like we fight, fight like we train. Currently, the Air Force is exploring the use of Virtual Reality 
(VR), however, this does not incorporate the use of a real aircraft. A solution to this problem may 
be to use portions of a synthetically generated environment embedded into one’s vision of a real 
world environment. Embedding portions of the virtual world onto a pilot’s visor, whilst airborne, 
would be more advantageous in producing higher quality training. The solution to do this is to 
use Augmented Reality (AR). This new vector towards the airborne environment could enable a 
paradigm shift in aviation training.

As an Air Force recognised Elite Sportsperson (Pilot) for the sport of Reno Air Racing in the jet class, I have 
often wondered how we can practice safely in the absence of another training partner. Then it occurred to 
me: “Why do we even need another physical aircraft at all? What if there was some way of superimposing 
another aircraft onto our helmet visors so we have a synthetically generated training partner?” I then thought 
about how the ADF could benefit and came up with this blog.

The predominant approach to the ADF’s pilot training, across all platforms, is actually flying the real aircraft 
and conducting all exercises in it. However, it is expensive in terms of dollars, manpower, time, effort and 
resources. To provide such training requires an enormous budget, lots of assets and people to achieve the 
required outcome.

Currently, the Air Force is exploring the use of Virtual Reality (VR) only, for training using no real aircraft and 
this can be sufficient for learning some skills. However, for certain skills, it may be better to place the Virtual 
World in the actual real aircraft’s cockpit as this would be more advantageous in producing higher quality 
training. The solution to do this is to use Augmented Reality (AR).

What’s the difference between VR and AR?

VR can be best described as an artificial digital environment that completely replaces the real environment 
where a person is submerged in a digitally created world. Audio-visual sensory input, and in some cases, 
even other sensory stimulants are completely created by a digital device and delivered, in most cases, to the 
person via a headset. 

AR, on the other hand, is quite popular these days, but many people are not able to make the distinction 
between AR and VR. The main difference is that AR is ‘layered’ on top of the real world, where it can have 

ASPC’s crowd-sourced blog https://airpower.airforce.gov.au



2

many shapes and forms. The most common ones 
are videos, images, and other interactive data types 
embedded with one’s perception of the real world. 
AR can be used to enhance the real-world experience 
of the user. Another key difference is that AR can 
be delivered through smart glasses, headsets and 
portable devices. So why not through a pilot’s visor? 

Is this the solution?

Where VR replaces your vision, AR adds to it. AR 
devices, such as the Microsoft HoloLens and various 
enterprise-level “smart glasses,” are transparent, 
letting you see everything in front of you as if you are 
wearing a weak pair of sunglasses. The technology is 
designed for free head movement, while embedding 
images over whatever the user is viewing.

Current AR Applications

The concept extends to smartphones with AR apps and games, such as Pokemon Go (Fig 1a), which use a 
phone’s camera to track surroundings and overlay additional information on top of what is displayed on the 
screen. The SkyView app is another example (Figure 1b).

AR displays can offer something as simple as a data overlay that shows the time, to something as complicated 
as holograms floating in the middle of a room. Pokemon Go and SkyView synthetically project an image onto 
a screen on top of whatever the camera is viewing. The HoloLens and other smart glasses, on the other hand, 
let you virtually place floating app windows and 3D images around you.

Current pilot training systems 

Current technologies allow a pilot to be trained via a real aircraft up in the sky or on the ground in a simulator, 
which provides VR experience (See Figure 2).

A simulator on the ground provides a medium for pilots to practice manoeuvres, e.g. procedures, Air-to-Air 
and Air-to-ground combat, refuelling, formation flying and emergencies etc, and is less expensive than flying 
a real aircraft in the air. However, a pilot misses out on the experience and additional sensory stimulations 
of actually being in the sky such as G-forces, the ‘seat-of-your-pants’ feelings and all the other facets of 
actually flying a real aircraft i.e. navigation, meteorological effects, physiological effects, flight dynamics, 
formation, real world communication, operating aircraft systems and switchology, unplanned flight deviances 
etc all whilst airborne. Being in the air elicits physiological and psychological muscle memory reactions and 
experiences.

Physically flying a real plane is different from flying a simulator. Simulators are great at providing procedural 
training, whereas flying a real aircraft provides the actual physical airborne environment where mistakes are 
best kept at a minimum.

Figure 1:  (Left) Pokemon Go; (Right) SkyView App.
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Figure 2. (Top) Pilot in a real aircraft up in the sky. (Bottom) Pilot on the ground in a simulator.

An F-35 helmet is a great leap forward in technology in providing a pilot with unparalleled Situational 
Awareness (SA) not before seen; AR can build on this technology (see Figure 3). 

Figure 3. F-35 Helmet with enhanced SA information.
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Could this be the solution? 

My idea for AR is for a student to not just operate in a simulator with a set of VR goggles on and immerse 
themselves within the VR world but placing that student in a real aircraft and having a VR world superimposed 
on what they see through their visor.

This would be achieved by synthetically injecting virtual entities into the real world, up in the sky, and have 
them manoeuvre in relation to both virtual and real airplanes (see Figure 4).

The student is physically flying the aircraft performing all the tasks required, but through a computer program 
on-board the aircraft, once initiated, various fictitious ground targets, RedAir threats, friendlies or even 
tanking can be superimposed onto the student’s visor.

  
Figure 4. Images obtained from the Red6AR website (Red6, 2021).

Whereas VR creates an entirely new synthetic world around you, AR adds images to your real world and 
surroundings that aren’t there in real life. For instance, showing an aircraft against the actual sky instead of 
creating both the airplane and the sky in a VR environment. The idea is for pilots on real aircraft in the sky 
make it seem like they are actually flying with, or against, simulated aircraft. 

Outside of the visual range (Beyond Visual Range – BVR), a synthetic target can be generated within the 
aircraft’s RADAR system and displayed on the aircraft’s RADAR display and as such the student then has to 
decide on the best course of action to locate, identify and track or even prosecute that target. However, when 
the target gets Within Visual Range – (WVR), the computer system on board the aircraft will synthetically 
superimpose the target onto the students helmet visor with the scale varying according to the range of 
the target, and the student will be required to manoeuvre accordingly - whether it be to prosecute RedAir 
or ground threats, to formate or work as a package with friendlies or even carry out an Air-to-Air tanking 
exercise (see Figure 5). 

Figure 5. AR Air-to-Air tanking exercise (Red6, 2021).
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There’s no substitute for actually flying a real aircraft in the sky. Unlike in a simulator, strapping into an aircraft 
and actually feeling pressures, e.g. G Forces, possibility of running out of fuel, crashing into the ground, etc., 
the cognitive load on a pilot’s brain is massively increased when you are actually flying. 

Possibility to reality

Through AR pilots still fly the aircraft, whilst at the same time having to utilise and visualise navigation 
systems, work with air-traffic control, experience weather, understand rough terrains all in a real world 
airspace environment and at the same time execute time critical mission data and objectives. AR applications 
will help pilots avoid making mistakes and train them to make the right decisions at the right time in a time-
compressed environment.

Fortunately there is a US company (Red6, 2021) already exploring this idea, so a Commercial off-the-shelf 
(COTS) purchase maybe the solution.

If this is achievable, the value of this efficiency would be felt in all cost domains, such as reduced training 
burden on squadron personnel and aircraft, as well as minimise the amount of resources, logistics and 
fatigue both on personnel and aircraft required to achieve a desired outcome. This addition to the training 
environment will value add to a students’ learning thereby increasing the value of mission training objectives 
and reduce costs to the ADF.
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